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ABSTRACT

We apply seismic full waveform inversion to SH- and Love-wave data for investigat-
ing the near-surface lithology at an archaeological site. We evaluate the resolution of
the applied full waveform inversion algorithm through ground truthing in the form of
an excavation and sediment core studies. Thereby, we investigate the benefits of full
waveform inversion in comparison with other established methods of near-surface
prospecting in terms of resolution capabilities and interpretation security. The study
is performed in a presumed harbour area of the ancient Thracian city of Ainos. The
exemplary target is the source of a linear magnetic anomaly oriented perpendicular
to the coast, which was found in a previous magnetic gradiometry survey, suggesting
a mole. The SH-wave full waveform inversion recovered a subsurface SH-wave ve-
locity model with submeter resolution showing lateral and vertical velocity variation
between 40 and 150 m/s. To tame the non-linearity of the full waveform inversion,
a sequential inversion of frequency bands has to be combined with time-windowing
in order to separate the Love wave from the reflected SH wavefield. We compare the
full waveform inversion results with multichannel analysis of surface waves, stan-
dard seismic reflection imaging, electrical resistivity tomography and electromagnetic
induction. It turns out that the respective depth sections are correlated to a certain
degree with the full waveform inversion results. However, the structural resolution
of the other geophysical methods is significantly lower than for the full waveform
inversion. An exception is the reflection seismic imaging, which shows the same res-
olution as full waveform inversion but can only be interpreted together with the full
waveform inversion-based velocity model. An archaeological excavation as well as
coring data allows ground truthing and a direct understanding of the geophysical
structures. The results show that the target was a sort of near-surface trench of about
3-4 m width and 0.8 m to 1.0 m depth, filled with silty sediment, which differs from
the layered surrounding in colour and composition. The ground truthing revealed
that only SH-wave full waveform inversion and seismic reflection imaging could im-
age the trench and sediment structure with satisfying lateral and depth resolution. We
empbhasize that the velocity distribution from SH-wave full waveform inversion agrees
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closely with the excavated subsurface structures, and that the discovered changes in

seismic velocity correlate with changes in the sand content in the respective sediment

facies sequences. The study demonstrated that SH-wave full waveform inversion is

capable to image structural and lithological changes in the near subsurface at scales

as low as 0.5 m, thus providing the high resolution needed for archaeological and

geoarchaeological prospection.

Key words: Archaeogeophysics, Full waveform, Interpretation, Inversion, Tomogra-

phy.

1 INTRODUCTION

Since the early 1980s, the theoretical base of full waveform
inversion (FWI) is well established (e.g. Virieux and Operto,
2009). Only recently, first attempts were published showing
that FWI has the potential to evolve into a promising tool
for an improved interpretation of near-surface seismic data
sets. Conventional methods, such as refraction or surface-
wave seismics, have been successfully applied for solving near-
surface questions for many years. However, the resolution of
these methods is limited, and small-scale structures may not
be resolved. In contrast, the use of the whole recorded wave-
field increases the resolution significantly, indeed to its wave-
theoretical limit, and allows therefore the imaging of subsur-
face structures smaller than the seismic wavelength in the near
subsurface (Dokter et al., 2017; Kohn et al., 2017;2019). Pre-
vious studies showed that the FWI approach is able to resolve
small-scale near-surface structures with highest possible res-
olution in different fields of applications. For example, Tran
and McVay (2012) developed an FWI for geotechnical site
characterization, like the detection of sinkholes (Tran et al.,
2013), the evaluation of unknown foundations (Nguyen et al.,
2016) and roadway subsidence (Tran and Sperry, 2018). FWI
has been further applied for hydro-geophysical site character-
ization (von Ketelhodt et al., 2018) and in the field of tunnel
investigation (Bharadwaj et al., 2017). Zhang et al. (2019)
demonstrated the application of FWI to detect tunnel lining
defects and Chen et al. (2017) applied a combined workflow
of frequency-dependent traveltime tomography and FWI to
detect a known buried tunnel. A case study of detecting buried
targets within the shallow subsurface in an urban set-up us-
ing traveltime inversion and FW1 is presented in Alam (2019).
Although many methodical developments were made, many
studies are restricted to synthetic cases. Especially studies in-
cluding surface-wave field data in addition to body waves are
still rare. Dokter et al. (2017) developed an elastic SH-FWI

workflow for Love-wave data and showed an application to
both synthetic and real near-surface data. Krampe et al. (2019)
investigated the effects of anisotropy of surface waves in case
of vertically transversely isotropic media. FWI in the context
of archaeological exploration has been introduced only re-
cently by Kéhn et al. (2018; 2019).

In this paper, we investigate the applicability of FWI to
exploring very near-surface targets and the possible benefits of
FWI in comparison with other established methods of near-
surface prospecting. In contrast to previous studies, which
concentrated on tests with synthetic data, we evaluate the
prospection results by ground truthing through excavation
and corings.

For this purpose, we apply two different FWI workflows
in a comparative way to a 2D SH-wave data set acquired to
investigate the upper 5 m of the subsurface with intended
0.5 m-scale resolution such as needed for archaeological
prospection. The FWI results are then compared with
multichannel analysis of surface waves (MASW), seismic
reflection profiling, electric resistivity tomography (ERT),
electromagnetic induction (EMI) and magnetic profiling.

The test object is a suspected mole of a silted lagoon
near the ancient Thracian city of Ainos, today’s Enez (NW
Turkey, Fig. 1a). The ancient city of Ainos is known from
written sources as one of the major harbour cities of Southern
Thrace. The location of its harbours is still unknown, though.
Therefore, the site has been investigated in the past years by
archaeological and geophysical surveys, part of which serve
here for comparison with FWI. The investigation target was
originally detected in a magnetic gradiometry survey and, in
the beginning, suspected to represent the remnants of an an-
cient harbour construction (Fig. 1b).

The swampy riparian environment of the test target con-
sists of fine-grained sediments water-saturated until close to
the surface. To explore this setting seismically, we applied hor-

izontally polarized shear waves (SH waves and Love waves)
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Figure 1 (a) Map of the research area (source: Google Satellite). (b)
Close-up of the investigated area with the magnetic anomaly map in
grey colours and the location of the sediment cores Ain26 and Ain27.
(c) Investigated magnetic anomaly with positions of geophysical pro-
files, sediment core Ain26 and excavation. Coordinates in UTM Zone
35N, WGS 84.

because the influence of water saturation on SH-wave velocity
is almost neglectable. Therefore, in contrast to P waves, SH
waves are not affected in structural resolution and lithological
sensitivity by the water table.

The basic objectives of this paper are threefold:
1. To investigate the increase in resolution and reliability of
shear-wave sounding by the application of FWI in comparison
with MASW and standard reflection imaging using the exam-
ple of an archaeological site with apparently minor lithological
variation. The results are validated by corings and excavation.
Since FWI results depend, to a certain extent, on details of the
workflow, we test two different workflows in this context.
2. To investigate along the same line the benefit in resolution
and interpretation security gained by applying SH-wave FWI
in comparison with standard non-seismic methods of near-
surface prospecting.
3. As a by-product, we clarify the origin of a magnetic
anomaly serving as target in this methodical study and put
it in an archaeological context, thereby demonstrating the ad-
vantage of an integrative multi-method prospection approach.

We first give an introduction to the archaeological and
geological setting, the general concept and details of the ap-
plied geophysical measurements followed by a results section
and a discussion corresponding to the three objectives above.

2 GEOLOGICAL AND ARCHAEOLOGICAL
SETTING AND HISTORICAL CONTEXT

The settlement area of the ancient city of Ainos (modern:
Enez) is located in the westernmost part of Turkish Thrace, in
direct vicinity to the mouth of the Hebros river (Greek: Evros;
Turkish: Merig). It debouches into the Aegean Sea, creating
an extensive deltaic floodplain north of the Turkish city of
Enez (Fig. 1a). The lower course of the Hebros forms the
border between modern Greece and Turkey. Surrounded by
the Tasalt1 Goli lagoon to the south, the Dalyan Gélii lagoon
to the west and the southernmost branch of the river Hebros
to its north, Ainos is situated on a limestone headland. The
Dalyan Golii is separated from the Aegean Sea by a complex
barrier beach system. The environs of Ainos are characterized
by swampy marshes and small coastal lakes; the water supply
is controlled by rainfall and the channel flow of the Hebros
(Flemming, 1978; Basaran, 2001; Anzidei et al., 2011; Seeliger
et al., 2017; Seeliger et al., 2018).

Briickner et al. (2015) analysed an 11 m long coring
(Ain$) in the area of the Tasalt1 Golii lagoon and determined
radiocarbon ages of near-surface strata from it. The existence
of a shallow lagoonal water body can be inferred from the
fourth millennium BC up to nearly modern times which is
backed by the dating of an articulated Cerastoderma glancum
(C.g.) at a depth of 4.64 m below sea level (b.s.l.) to 3664—
3348 calibrated (cal) BC and a further one at 1.15 m b.s.l.
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to cal AD 1416-1665. Shortly after sediment input led to a
silting up of the area. During this process, a short phase of
littoral conditions due to the migration of the shoreline oc-
curred. Coarser grain size and low ratios of Ca/Fe and Ca/K
back this interpretation (Briickner et al., 2015).

Due to its position close to the mouth of the river Hebros,
Ainos was an important traffic hub from seventh century BC
to the 15th century AD containing different harbour locations
of different purposes. Unfortunately, the question of the lo-
cation of those harbours is not answered conclusively. One
harbour was proposed on the eastern shore of the Dalyan
Golii, where Byzantine fortifications are preserved and ma-
sonry further in the south had been interpreted as the re-
mains of a former breakwater (Basaran, 1999). Recent inves-
tigations including geophysical as well as geoarchaeological
prospection were undertaken since 2012 to detect potential
ancient and Byzantine harbour structures (Briickner et al.,
2015; Rabbel et al., 2015a). Following an initial magnetic
survey, attempts were made to identify the cause of a lin-
ear magnetic anomaly by coring and by depth resolving geo-
physical methods typically applied in archaeological prospect-
ing (ground-penetrating radar, electromagnetic induction and
electrical resistivity tomography). However, the latter were
affected by the low electrical resistivity values of the fine-
grained, saltwater-saturated lagoonal sediments.

3 CONCEPT OF GEOPHYSICAL
MEASUREMENTS

For more than 60 years, magnetometry has been used for
archaeological prospection (Belshé, 1957; Aitken, 1958). Sev-
eral applications and case studies mapped walls, stone founda-
tions and other archaeological remains like pottery (e.g. Gib-
son, 1986; Larson et al., 2003). Examples of the application
of magnetometry to the detection of ancient harbour struc-
tures are present in Boyce et al. (2004), Rabbel et al. (2004)
and Paoletti et al. (2005). Being the basic method in archaeo-
logical prospection (Neubauer, 2001), magnetic gradiometry
surveying was applied first to obtain an overview map of the
study area which is limited to the coastal area of the Tasalti
Golii lagoon close to the city of Enez, being the most prob-
able area for an ancient harbour in this lagoon. This survey
revealed magnetic anomalies that were tentatively interpreted
as remains of ancient harbour construction. However, test
corings did not show evidence of solid construction material.

In many cases, it is useful or even necessary to supplement
magnetics with other methods such as ground-penetrating

radar (GPR), electric resistivity tomography (ERT) or electro-

magnetic induction (EMI) measurements (Larson et al., 2003;
Keay et al., 2009; Rabbel ez al., 2015b). The multi-sensory
approach, that is, the combination of different measurement
methods with different sensors, for the investigation of an
archaeological target defines the state of the art in research
and allows a more accurate interpretation of anomalies while
reducing ambiguity (Rabbel and Miiller-Karpe, 2004; Leucci
et al., 2007; Mohamed et al., 2019). Therefore, one of these
magnetic structures was investigated using 2D ERT and EMI.

ERT and electromagnetic prospection have both been
used in archaeological prospection for over 30 years. They
have successfully been applied to a large number of sites for
mapping buried targets (Papadopoulos et al., 2006) like rem-
nants of walls or buildings (e.g. Dogan and Papamarinopou-
los, 2003; Rizzo et al., 2005) as well as a medieval farmstead
and a palaeoriver system (De Smedt et al., 2013). De Smedt
et al. (2014) showed that EMI is sensitive to vertical soil varia-
tion and also able to detect weak magnetic anomalies. Bonsall
et al. (2013) showed that EMI is able to detect a wide range
of archaeological features like ditches or pits. Examples of the
application to harbour structures are stated in Wunderlich
et al. (2018), where the extent and shape of a harbour basin
was determined by ERT profiling and in Vafidis et al. (2005),
where wall remnants could be mapped.

Since these methods show only limited structural resolu-
tion, GPR was applied in addition. GPR has been used in ar-
chaeological prospection since the 1970s. Examples in archae-
ological prospection are numerous: burial tombs (Goodman
and Nishimura, 1993), historic cellars (Bevan and Kenyon,
1975) and buried walls (Vickers and Dolphin, 1975) have
successfully been located. However, the GPR measurements
applied in the lagoon of Ainos suffered from electromagnetic
absorption caused by the very low electrical resistivity of the
lagoon sediments, which restricted depth penetration of the
electromagnetic waves to less than 0.5 m.

Finally, a multi-fold covered seismic profile was acquired
using horizontally polarized shear waves (SH waves). Seis-
mic reflection and refraction measurements using shear waves
were successfully applied in archaeological prospection occa-
sionally, for example for the reconstruction of silted up har-
bour basins or waterways (e.g. Stiimpel et al., 1988; Rabbel
et al., 2004; Woelz and Rabbel, 2005; Woelz et al., 2009;
Wilken et al., 2015a). The use of surface waves appears at-
tractive in onshore archaeological prospecting because of their
large amplitudes and high sensitivity to the SH-wave veloc-
ity and because targets are so shallow that they are still in
the depth range of metre-scale surface wavelengths (Wilken
et al., 2015b; Wunderlich et al., 2015; Dokter et al., 2017).
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In the water-saturated sediments of lagoonal environments,
SH waves propagate at much lower velocities than the usu-
ally applied compressional (P-waves), thus enabling structural
resolution of the order of 1.0 m or even below. The seis-
mic records, which show basically SH-body waves and Love
waves, were evaluated using FWI and compared with the re-
sults of multichannel analysis of surface waves of Love waves

as well as conventional reflection seismic processing.

4 DATA ACQUISITION AND STANDARD
PROCESSING METHODS

An overview of the applied field instruments, acquisition pa-
rameters and other specifications is given for all methods
in Table A.1 in Appendix A. Table A.2 in Appendix A gives in-
formation about the physical parameters measured with each
method and petrophysical links. All profiles were positioned
perpendicularly to the magnetic anomaly with the anomaly be-
ing at the centre and ensuring that adequate non-anomalous
regions were covered. The length of each profile was chosen
to ensure sufficient depth of penetration, and a point spac-
ing was selected to ensure appropriate resolution of the near
surface.

4.1 Magnetic prospection

For the magnetic measurements, we used an array of six
fluxgate gradiometers mounted on a handcart (for acquisition
details see Appendix A, Table A.1). Positioning was done
using a real-time kinematic differential global positioning sys-
tem (RTK-DGPS), which yields an accuracy of 0.01-0.02 m.
In addition, an array of two fluxgate sensors was mounted on
a frame in front of a boat to conduct offshore measurements
in shallow water. The mean of the measured data is subtracted
from the data measured by each sensor for every profile
followed by an interpolation of the whole data set onto a
0.2 m x 0.2 m grid.

The spatial sampling of the magnetic gradiometer survey
is 0.05 m in-line, assuming a measurement speed of 1 m/s with
a sampling rate of 20 Hz, and 0.5 m crossline, correspond-
ing to the sensor spacing. Due to the limitations of potential
field theory, magnetic measurements are principally highly

ambiguous in depth resolution.

4.2 Seismic data acquisition

We acquired one seismic profile perpendicular to the mag-

netic anomaly (Fig. 1c; for acquisition details see Table A.1).

We excited SH waves by horizontal hammer blows against a
steel plate. The steel plate was coupled to the ground by steel
spikes at its bottom. The seismic signals were recorded with
horizontal-component 10-Hz geophones. Hammer blows and
horizontal-component sensors were oriented perpendicular to
the profile direction. The seismic signal-to-noise ratio (S/N)
depends on both the shot position and the receiver offset.
The noise level is calculated as variance of the amplitude
before the first breaks, the signal is determined as variance
of the amplitudes after the first breaks. Generally, it can be
said that for shot-receiver offsets smaller than 3.25 m, it is
S/N > 30 and for offsets larger than 11.0 m it is S/N < 5.
Medium offsets between 3.25 and 9.0 m have an average S/N
of 12.

4.3 Seismic reflection processing

For conventional seismic reflection processing, the data
have been trace normalized and corrected for geometrical
spreading. In addition, automatic gain control (AGC) with a
window length of 0.05 s was applied. The dominant surface
waves are suppressed using an [~k filter. Afterwards, the
AGC was reversed. A bandpass filter with cut-off frequencies
of 10 and 150 Hz was applied to eliminate high-frequency
noise. The data were sorted into common midpoint (CMP)
gathers. A velocity analysis using coherency-based velocity
spectra (Neidel and Tanner, 1971) showed that optimum
stacking results could be obtained by applying an averaged
1D NMO-velocity function. A semblance filter was applied
to smooth the resulting CMP-stacked section. Then the
data were migrated using Stolt migration with the stacking
velocity. Afterwards, the section was converted to a depth
section applying the same velocity as for migration.

For conventional seismic reflection measurements, the
maximum spatial resolution is about one-quarter of the dom-
inant wavelength. With a centre frequency of approximately
60 Hz and a mean velocity of 100 m/s, the vertical as well as
the horizontal resolution of the migrated section are 0.4 m,
which is confirmed by the migrated reflection image.

4.4 Multichannel analysis of surface waves

The multichannel analysis of surface waves (MASW; e.g.
Socco et al., 2010) is used to obtain information about the
2D shear-wave velocity structure based on the dispersion of
Love waves. We follow the approach presented in Bohlen
et al. (2004) and Wilken and Rabbel (2012) (for details see
Appendix B).
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Phase-slowness frequency (p—f) spectra are calculated for
local wavefields of the first shot at moving centre points.
Four exemplary spectra are given in Fig. B.1 (Appendix B).
Dispersion curves are identified and fitted by forward mod-
elling. We use the adapted particle swarm optimization of
Wilken and Rabbel (2012) to minimize the misfit between
observed and modelled dispersion curves, to obtain veloc-
ity models for each centre point position. A detailed descrip-
tion of the parameters and inversion workflow is given in
Appendix B.

The horizontal resolution of MASW is given by the width
of the Fresnel zone. The depth of penetration of surface
waves depends on the frequency: lower frequencies penetrate
deeper whereas higher frequencies have a low penetration
depth. In general, the depth of penetration is about one half
of the dominant wavelength, the latter being approximately
2.5 m.

4.5 Electromagnetic induction

We conducted electromagnetic induction (EMI) measure-
ments along a profile perpendicular to the magnetic anomaly
(for acquisition details see Table A.1; Fig. 1¢) using a CMD
MiniExplorer with coil distances of 0.32 m, 0.71 m and 1.18
m, measured in both horizontal coplanar (HCP) and vertical
coplanar (VCP) mode. Examples of the raw data and their
respective standard deviations are given in Fig. C.1 (Appendix
C). As all data points and conductivity values exhibit only
very small errors (less than 1%), no further processing was
necessary. We performed a conductivity inversion using the
IX1Dv3 software by Interpex. The profile was inverted using
a homogeneous initial model (2040 mS/m, based on the
initial model for ERT) using the smooth model estimation
option with Occam’s inversion. The inversion algorithm
searches for the smoothest model possible fitting the data
within a tolerance instead of only minimizing the data fit,
which would result in a rough model (Constable et al.,
1987). Further details about the inversion can be found in
Appendix D.1.

The point spacing along the profile determines the spa-
tial horizontal resolution for the EMI survey, which is 1.0 m
and was chosen based on the width of the previously mea-
sured magnetic anomaly. The effective depth ranges vary
with the coil spacing and amount to 0.5, 1.0 and 1.8 m
for HCP mode and to 0.2, 0.5 and 0.9 m for VCP mode
for the three spacings used, respectively. The skin depth is
approximately 2.4 m, based on the measured conductivity

values.

4.6 Electric resistivity tomography

We measured an ERT profile perpendicular to the considered
suspicious linear magnetic anomaly using both Wenner-alpha
and dipole-dipole configuration (Fig. 1c; for acquisition
details see Table A.1). The Wenner-alpha configuration is
characterized by a high vertical resolution with a horizontally
stratified subsurface and a low lateral resolution in contrast to
the dipole-dipole configuration, which has a better lateral res-
olution but a lower depth of penetration. Examples of the raw
data and their respective standard deviations are given in Fig.
C.1 (Appendix C). The inversion of the data was carried out
using the software package BERT (boundless electrical resis-
tivity tomography; Giinther ez al., 2006) with a homogeneous
initial model of 0.5 Qm, which corresponds to the mean value
of all measured points. Data points with a standard deviation
larger than 5 % were excluded from the inversion and deleted.
A regularization parameter of A = 54 was applied in the
inversion, which was selected based on the L-curve method
(Hansen and O’Leary, 1993). A more detailed description of
the inversion algorithm is found in Appendix D.2. In order
to investigate the reliability of the obtained model, the depth
of investigation (DOI) was calculated following the approach
of Oldenburg and Li (1999). For the DOI study we used two
different homogeneous initial models (0.2 Qm and 200 Qm,
respectively). The obtained DOI value is less than 0.001.

The spatial resolution of ERT measurements depends on
the electrode configuration, electrode spacing as well as on the
depth of the structures. Additionally, the electric conductivity
has a significant influence on the resolution. The depth of
penetration also depends on the electrode spacing, the total
profile length and conductivity. As a rule of thumb, one can
assume that the depth of penetration of an electrode spread is
about one-quarter to one-half of the separation between the
current electrodes for Wenner-alpha and the same fraction of
the distance between the current and potential dipoles for the
dipole-dipole configuration (Lange and Jacobs, 2005). The
largest electrode spacing is 5.25 m, the largest dipole spacing
is 1.5 m, resulting in a penetration depth of approximately 1.3
to 2.6 m for Wenner-alpha and 0.4 to 0.8 m for dipole—dipole

configuration, respectively.

4.7 Magnetic modelling

To compare the magnetic data with the results of the other
methods, we extracted magnetic amplitudes from the gridded
areal data along a line parallel to the seismic profile. From

the seismic results, two alternative subsurface structures with
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polygonal cross sections were derived and the corresponding
susceptibility contrasts were determined by modelling accord-
ing to the method of Talwani and Heirtzler (1964). Important
parameters needed for the calculation of the total field T are
the inclination I, declination D and azimuth C of the earth
magnetic field at the survey location along with the mag-
netic induction B. Furthermore, we need to consider that the
fluxgate magnetometers measure the vertical distance of the
vertical component only, as well as the magnetometer height
above the ground and the sensor spacing. Details of the mod-
els and parameters are stated in Table A.3, and details about
the calculation and inversion of the susceptibility are found

in Appendix D.3.

5 2D-SH SEISMIC FULL WAVEFORM
INVERSION

The seismic full waveform inversion (FWI) aims at the deriva-
tion of a high-resolution model of elastic parameters of the
subsurface. By including all information of the seismic record
(i.e. seismic phases and amplitudes) in the inversion, the FWI
is capable to resolve structures below the seismic wavelength
(e.g. Kohn et al., 2014). In this study, the FWI is based on
minimizing the following objective function:

nr mud (t) MIO/bS (t)
, 1
Z/ Z [num"d ) I ™ ()1, W

where 7s and nr are the number of sources and receivers and T

obs are the modelled and mea-

is the recording time. u} °d and uf;
sured data, respectively. Equatlon (1) is called the global cor-
relation norm (GCN). More details of the used FWI approach

and the properties of the GCN are discussed in Appendix E.

5.1 General workflow

The general workflow of the FWI consists of four parts:

1) Pre-processing of the data,

2) Estimation of the initial model,

3)
)

4

(
(
(3) Selection of the optimum inversion strategy,

(4) FWL

Steps (1)—(3) are discussed in detail in the following sec-
tion (see also flowchart in Fig. 2), with the main focus on
the inversion strategy. The basic concept and equations of the
applied FWTI algorithm are described in Appendix E.

5.1.1 Pre-processing of seismic data

The acquired seismic data cover a frequency band from 10
to 150 Hz. Due to the high signal-to-noise ratio (S/N), the
data are well suited for the application of the FWI, and only a
small amount of pre-processing is required. Within each shot
gather, the seismic traces are normalized to the maximum am-
plitude of the gather. Following Forbriger et al. (2014), a time-
dependent spreading correction is applied to each shot gather
to compensate 3D point source and geometrical spreading ef-
fects, which cannot be appropriately modelled by the 2D SH
approximation used within the FWI code. Offset-dependent
spreading effects are compensated during the inversion by us-
ing the approach of Forbriger et al. (2014) and Schifer (2014).
Figure 3 shows the shot gathers of three exemplary shots, the
dominant Love wave, the direct wave as well as several reflec-
tions are highlighted. To enhance the visibility of the reflec-
tions, an AGC with a window length of 0.05 s is applied to
the raw data. However, no AGC was applied during the FWI.

5.1.2 Initial model estimation and model discretization

Due to the local gradient-based optimization approach, the
choice of the initial model #1,, is an important factor influenc-
ing the result of the FWI. The initial model is parameterized
on a uniformly spaced 2D spatial Cartesian grid for every
model parameter consisting of 280 x 280 grid points with a
grid spacing of 0.05 m. The time step dt is set to 8.5 x 10~° s
to guarantee numerical stability. The grid is surrounded by
an absorbing frame of perfectly matched layers (PMLs) at the
bottom, left and right boundaries. The PML thickness is set
to 10 grid points (0.5 m). In order to accurately model the
Love-wave propagation, a free surface boundary condition is
assumed at the top boundary.

The subsurface model comprises SH-wave velocity, den-
sity and Qg;; model. In all inversion runs, we used a constant-
velocity half-space as initial SH-wave velocity model. To find
an optimum initial model, this constant initial velocity was
varied between 60 and 100 m/s in separate test runs. These
values cover the range of velocity values found by evaluating
first breaks and reflection hyperbolae. The SH-wave velocity
was updated during the FWI, while the density was always
left at a constant value (1800 kg/m?) because it is known to
vary only little and has therefore only a minor influence on
the trace-normalized seismic wavefield. In shallow sediments,
viscoelastic absorption has a certain influence on the shape of
the waveforms. We considered this effect by assuming a con-

stant quality factor Qg in forward and adjoint modelling.
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Figure 2 Illustration of the processing steps and concept of initial model estimation for the applied FWI (own compilation).

However, Qg was not updated during the FWI. Instead, we
followed the approach of Dokter et al. (2017). It consists of
determining an optimum Qg by repeating the inversion for
a set of constant Qg values and using the relative objec-
tive function (value objective function result E minus value
objective function initial model E;) to select the optimum
Qg In this way, quality factor values of Qgy = 2.3, 5,
10, 15, 25, 50, 75 were tested. The evaluation of the rela-
tive objective function yielded an optimum quality factor of
Qs = 10.

The quality of the different initial models is evaluated
by comparing the measured data with synthetic shot gathers
calculated for the initial models. The optimum result was ob-
tained for a homogeneous viscoelastic half-space model with
an SH-wave velocity of vg; = 100 m/s, a density of p = 1800
kg/m? and a quality factor of Qgy = 10.

The seismograms of the initial model show only the direct
SH-wave arrival, which can fit the data only to a certain extent
(Fig. 4). Due to the homogeneous elastic model, no Love wave

is predicted by the synthetic data. The remaining data misfit
will be fitted by the FWI.

5.1.3 Inversion strategies

The FWI strategy is a key factor for a successful inversion.
It needs carefully to be chosen in order to reduce the non-
linearity of the inverse problem and depends on the given
problem and data. In order to investigate the optimum inver-
sion strategy for the given problem, we tested two different
workflows. The results of both approaches are compared in
this study.

5.1.3.1 Sequential frequency approach. The dispersion and
oscillatory character of the surface wave introduces a signif-
icant non-linearity to the inversion problem. To reduce this
effect, a sequential frequency approach is applied according
to Dokter ef al. (2017). The time-domain data are inverted by
applying a low-pass filter with gradually increasing maximum
corner frequencies of 10, 15, 30, 60, 100 and 150 Hz to the
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Figure 3 Examples of SH shot gathers of the spreading corrected, trace-normalized and bandpass-filtered (10-150 Hz) data for shots 1, 24 and
48. Marked with blue dashed lines are the direct and surface waves, reflections are marked with orange dashed lines. To improve the visibility

of the reflections, an AGC with 50 ms window length is applied.

field data. The FWI result for each frequency band is the ini-
tial model for the next. The source wavelet is estimated at the
beginning of each frequency range. Only traces within 2.2 m
offset are used for the source wavelet estimation to avoid the
inversion of Love-wave dispersion into the source wavelet.
5.1.3.2 Time window approach. Although much smaller in
amplitude than the Love wave, the distinct reflections in the
recorded data impose additional problems to the inverse prob-
lem. Especially when inverting low frequencies, the FWI can
interpret the reflections as part of the Love-wave dispersion.
Therefore, the Love wavefield and the reflections need to be
separated and the FWI strategy must be modified accordingly.
The time window FWI approach consists of two steps. In step
1, a time window is introduced in order to invert only the
Love wavefield without the reflections. All reflections in the
field and modelled data after the Love waveform are damped
by an exponential function e %) with a damping factor
a = le4 1/s. 4, denotes the end of the dominant first arrival
Love waveform picked for each trace. Therefore, the time
window does not affect the FWI of the Love waveform. The
time windowed data are inverted using six low-pass-filtered
frequency bands with gradually increasing maximum corner
frequencies of 10, 15, 30, 60, 100 and 150 Hz, respectively.
Because the reflections are excluded when applying the
time window FWI inversion in step 1, a second sequential

frequency inversion step starting from the time window FW1I
result was added, where the whole reflected and Love wave-
field is inverted without a time window. The same low-pass
filter strategy with the same corner frequencies is used as in
step 1.

6 GEOLOGICAL, ARCHAEOLOGICAL AND
GEOARCHAEOLOGICAL FIELDWORK

Several sediment cores were drilled in the study area to further
investigate the subsurface source of the magnetic anomaly, fo-
cusing on cores Ain26 and Ain27 in the following (Table A.4;
Fig. 1b). The cores are described according to grain size as
well as colour (Munsell Soil Color Charts; Sponagel 2005)
and samples for laboratory analyses were taken. An archae-
ological section perpendicular to the magnetic anomaly has
been excavated down to a depth of 2.0 m, of which one pro-
file will be discussed in this study.

6.1 Sedimentology and geochemistry of core samples

Multi-proxy laboratory analyses were conducted (Ernst,
1970; Engel et al., 2009; Seeliger et al., 2013).
air-dried, ground with mortar and pestle, and sieved to sep-

Samples were

arate the <2 mm grain-size fraction for further analyses
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Figure 4 Comparison of observed data for shot no. 28 (black traces) with modelled data (red traces) for the best-fitting initial model. Only
every second trace is shown for a better overall view. Left: Trace normalized and bandpass filtered (10-150 Hz) observed and modelled data.
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(Table A.4). The organic content was decomposed using
15% hydrogen peroxide (H,0,); sodium pyrophosphate
(Na,P,0,; concentration: 47 g/l) was taken as a dispersant,
followed by laser-based grain-size analysis. Grain-size param-
eters were calculated after Folk and Ward (1957). Up to 30
elements were determined by using a portable XRF. To ensure
comparability within all XRF analyses and to reduce grain-
size dependence, each sample was ground to powder in a ball
triturator and afterwards pressed to pills before being mea-
sured (Table A.4). The bulk-mineralogical composition was
determined by X-ray diffractometry (XRD) on powder com-
pounds using a step interval of 0.05° and a dwell time of 4 s. A
fixed 1° divergence and anti-scatter slit was used at diffraction
angles from 5 to 75° 20. The Cu K-alpha radiation source was
operated at 40 keV and 40 mA (Table A.4).

7 RESULTS
7.1 Magnetic prospection

The magnetic anomaly map shows several distinct linear
anomalies in the range of & 10 nT running from the shore to
shallow water (Fig. 1b). Since the central parts of the anoma-
lies are negative, it can be inferred that the susceptibility values

of the objects causing these linear anomalies are smaller than
that of the surrounding material.

7.2 Seismics

In Fig. 5, the seismograms of the observed and modelled data
for the full waveform inversion (FWI) results are shown for
three exemplary shots (first, centre, last) for both the sequen-
tial frequency and time window strategy. It can be seen that
near offsets are fitted equally well by both applied strategies,
differences only occur for offsets larger than 4-5 m. The direct
wave as well as the Love wave and its dispersion are fitted well
by both modelled data sets, but later parts of the seismogram,
especially the deeper reflections are not fitted well.

Both best-fitting seismic SH-wave velocity models ob-
tained by the two applied FW1I strategies display a graben-like
low-velocity (50-70 m/s) zone in the uppermost first metre,
being mostly similar in shape and size to each other (Fig. 6b,c,
label A). The deepest point of this low-velocity zone is located
at the same position as the magnetic minimum, marked by a
dashed black line (Fig. 6a). It is underlain by a layer of higher
velocities, ranging from 70 to 80 m/s in the time window
approach model and of about 100 m/s in the sequential fre-
quency approach model. In total, the velocity varies between
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Forward modelled shot gathers for shot nos. 1, 24 and 48 for (a) the sequential frequency strategy velocity model and (b) the velocity model
of the time window strategy. Only every second trace is shown; all traces are trace normalized and bandpass filtered between 10 and 150 Hz.

Values for maximum amplitude are given.

40 and 160 m/s in both models. In deeper parts, the veloc-
ity models derived from the different FWI strategies differ
from each other. The velocity model obtained with the time
window approach shows alternating layers of high and low
seismic velocities to greater depths down to approximately
9.0 m, whereas no distinct structures are visible in the deeper
part of the sequential frequency approach model. Between
—4.0 and —2.0 m along the profile (Fig. 6b,c, label B) in a
depth up to 1.0 m below the surface, a high-velocity zone is
located in both velocity models, displaying velocities of up to
130-150 m/s.

The velocity of the model obtained by multichannel anal-
ysis of surface waves (MASW) ranges from 65 to 170 m/s
(Fig. 6d). A 5.0 m wide high-velocity zone is found in a
depth between 0.5 m and 1.0 m west of the central magnetic
anomaly. It is underlain by lower velocities, further decreasing
to the eastern part of the profile. The topmost layer shows a
relatively homogeneous velocity distribution, with the lowest
overall values in the east.

The stacked seismic reflection section (Fig. 7) shows sev-
eral reflectors down to a depth of 9.0 m. In a depth of 0.5 m,

a strong horizontal reflector is visible, which is disrupted
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A-E mark different regions of interest.

around the central magnetic anomaly between —2.0 and 2.0
m. At this position, a reflector of similar amplitude is found in
a depth of 1.0 m. In the deeper part, some strong reflections
are observed, e.g. in a depth of 4.0-6.5 m. There is an excellent
agreement between the reflection seismic image and the veloc-
ity structure obtained by the FWI time window approach.

7.3 Electric resistivity tomography and electromagnetic
induction

The direct comparison between electric resistivity tomogra-
phy (ERT) and electromagnetic induction (EMI) shows that
both methods yield a similar trend in the result concerning
electrical conductivities (Fig. 6e,f). In the inverted EMI
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Figure 7 CMP-stacked and migrated section of the acquired seismic
data, shown as black wiggle traces. The data are trace normalized,
corrected for spreading and bandpass filtered between 10 and 150 Hz.
The surface waves are removed using a f—k filter. The traces are again
normalized after stacking. Travel times are converted to depths after
migration using the stacking/migration velocity. The migrated section
is compared with the obtained velocity model from the FWI time
window approach shown in colours.

conductivity model (rms: 3.8%), the uppermost layer A
shows homogeneous low (800-1000 mS/m) conductivities
at the top underlain by increasing conductivities up to
2000 mS/m. The highest conductivity values of 1600 to
2000 mS/m can again be found in the central region of the
B). The inverted ERT profile
(rms: 5.4%) shows the same basic structure as the EMI

magnetic anomaly (Fig. 6a,e,

profile, although the obtained conductivities are about twice
as high. The ERT model shows more details and contrast
in layering than the EMI model. The topmost 0.3 m shows
intermediate conductivities (2000-3000 mS/m,
interrupted by the lowest values of 1400 mS/m at £+ 2.0 m

C), which are

around the central magnetic anomaly (Fig. 6f, D). The top-
most layer is underlain by lower conductivities (1500-2000
mS/m) to a depth of 0.8 m, followed by a good conducting
layer E with values of 3000-3500 mS/m of about 1.0 m
thickness.

7.4 Archaeological and geoarchaeological results

The geophysical results are compared with two sediment cores
[maximal depth: 5.0 m b.s. (below surface)] as well as an
archaeological section in order to ground truth the results.
Indeed, we find correlations between the cores and the results

of the FWI described below.

7.4.1 Corings Ain26 and Ain27

Sediment core Ain26 (final depth: 5.0 m b.s.) is situated in
the centre of the magnetic anomaly (Fig. 1b,c). Sedimentolog-
ically, the profile is subdivided into three units (Fig. 8a).

The uppermost unit 3 until 0.80 m b.s. represents the
contemporary appearance of a swampy, intertidal zone, influ-
enced by the tides and fluctuating water levels caused by agri-
cultural irrigation measures. The unit is made of very poorly
sorted, fine-grained brown loamy silts (mean grain size: 17—
30 pum) and contains small pieces of roots, pebbles, wood and
charcoal. Ca/Fe and Ca/K ratios rise towards the surface from
0.95 to 1.6 and 0.7 to 1.4, respectively.

The underlying unit 2 (0.80-1.05 m b.s.) consists of light
grey better sorted sands (mean grain size: 268 um) and in-
cludes shell debris, seagrass fibres and small well-rounded
pebbles up to 1 cm in size. Ca/Fe and Ca/K ratios are at a low
level (0.7-0.75) and represents littoral conditions. Between the
final depths of the core and 1.05 m b.s., the lowermost unit 1
was reached. It is made of grey, poorly sorted homogeneous
clayey silts (mean grain size: 7-23 um) and shows maxima in
Ca/Fe (2.5) and Ca/K (2.1) ratios. It represents a very calm
depositional environment expressed in the fine grain size and
the poor sorting. High values of Ca/Fe document that the in-
fluence of the sea is visible, while high Ca/K ratios represent a
quite strong influence of saltwater in contrast to freshwater.
The grain-size distribution of core Ain26 (Fig. 8a) shows a
peak in sand content at about 1.0 m b.s.

Basically, the same units are present in core Ain27, which
was taken outside the anomaly (Figs 1b and 8b). The depths
and thicknesses of units 2 and 3 differ slightly.

7.4.2 Archaeological excavation

As a final structural verification, a 5.5 m wide and 2.0 m deep
trench was excavated crossing the western part of the magnetic
anomaly (Fig. 1c). In the excavated section, two stratigraphic
layers were identified (Fig. 9).

The dark brown topsoil is characterized by a clayey-sandy
texture and contains modern finds in a ca. 0.5-0.6 m thick
horizontal layer. Below the dark brown topsoil, a dark grey
to black and clayey-sandy layer was identified without any
archaeological artefacts.

In the western part of the excavation trench, the topsoil
layer is only ca. 0.4 m thick and extends up to ca. 0.8 m in the
eastern direction at the centre line of the anomaly. The pattern
of strata is marked by a white line in Fig. 9. It is also marked
in the seismic velocity sections from both FWI strategies and
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Figure 8 (a) Stratigraphic log and grain-size distribution of core Ain26 (inside the magnetic anomaly). (b) Stratigraphic log of core Ain27
(outside the magnetic anomaly). The plots also show the comparison of the velocity-depth profiles of both FWI approaches with the sediment

cores down to a final depth of 5 m. The solid blue line represents the velocity of the time window approach model; the blue dashed line represents
the velocity of the sequential frequency-only approach model.

MASW as well as into the conductivity models by ERT and

EMI for a better comparison.

7.5 Magnetic modelling constrained by seismic structure

The aim of magnetic modelling was to verify if the magnetic
anomaly could be explained by the seismic models.

The magnetic profile is modelled perpendicular to bodies

extracted from the seismic velocity models obtained by both
FWI strategies. The edge of the body is chosen equivalent

to the isoline of a seismic velocity of 75 m/s, approximately

corresponding to the layer boundary found in the excavation

(Fig. 10). The susceptibility contrast between the bodies and
the surrounding subsurface has been determined by inversion.
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of core Ain26 in direct comparison with the FWI time window approach result.

The best-fitting anomaly models are obtained for a differ-
ence in magnetic susceptibility of —630 and —670 x 1075 SI
between the body and the surrounding subsurface for the time
window approach and the sequential frequency approach, re-
spectively (Fig. 10). The rms is 2.3 nT for the time window
approach and 2.4 nT for the sequential frequency approach,
respectively.

The modelled contrasts in susceptibility are compared
with laboratory measurements of samples taken at the exca-
vated section and with samples of drilling cores Ain26 and
Ain27. Both laboratory measurements of the drilling cores
and the excavation show strong fluctuations in susceptibility

inside and outside of the anomalous region. Nevertheless, the
changes are in the range of the modelled susceptibility con-
trast, which proves it to be plausible.

8 DISCUSSION

In this paper, different geophysical methods were applied to
investigate a shallow archaeological structure in a swampy
environment. Especially, two inversion strategies for a seismic
full waveform inversion (FWI) were applied to a near-surface
SH data set. The results of all applied geophysical methods
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show a near-surface anomaly in the region of the central
magnetic anomaly (Fig. 6). This anomalous region is char-
acterized by a negative magnetic amplitude, high specific
electrical conductivities and a low seismic velocity zone in the
upper 1.0 m. The geophysical results are compared with two
sediment cores drilled down to a maximal depth of 5.0 m b.s.
as well as an archaeological section in order to ground truth
the results. Indeed, we find correlations between the cores,
and the results of the FWI are described below.

In order to quantify the similarity between the geophys-
ical results, the correlation coefficients (Fig. 11) and the nor-
malized cross correlation are calculated for trend-corrected
data dA(x, z). The trend T(x, z) for each model is calculated
by eq. (2) and then subtracted from the model data A(x, z):

T (x,2) = by + byx + byxz,

dA (x,2) =A(x,2) —T(x,2). @)

The normalized cross correlation is a measure of similar-
ity and is used in pattern recognition as well as it can help
to quantify lateral and vertical shifts between the models. We
cross-correlated each resulting trend-corrected profile. The re-
sults of this similarity and correlation analysis are described
below. In the following subsections, the results are discussed
with respect to the aims of this study, evaluating the inversion
strategy of the applied FWI algorithm, validating the results
by ground truthing through an archaeological excavation and
sediment cores, and comparing both the standard seismic and
non-seismic results with the results obtained by FWI in terms

of resolution.

8.1 Inversion strategy

The choice of the inversion strategy is important in order to
achieve an appropriate fit of the data. A common strategy
to mitigate the non-linearity of the inverse problem is a se-

quential inversion of frequency filtered data (e.g. Groos et al.,
2014; 2017). Usually, the data are either low or bandpass fil-
tered during inversion within different frequency bands (Pan
etal.,2017; Kohn et al., 2019). As suggested in previous near-
surface applications (e.g. Bunks et al., 1995; Dokter et al.,
2017), we first applied a low-pass sequential frequency filter
approach. This approach was able to image the upper first
1.0 m with an adequate resolution as the comparison with
the excavation showed. Deeper structures were not imaged
due to the dominant Love wave, which limits the resolution
when applying the sequential frequency approach. Addition-
ally, the distinct reflections impose further problems to the
inverse problem. The FWI can interpret these reflections as
part of the dispersive Love wavefield. To increase the impact
of the deeper reflections on the inversion result, we applied a
time window strategy.

Altogether, the time window strategy yields smaller resid-
uals, and hence a better fit of the modelled data, than the inver-
sion without the application of a time window. The value of
the global correlation norm of the resulting model obtained
by the time window strategy is much lower (—3.8 x 1075)
compared with the global misfit of the sequential frequency
approach (3.3 x 1073). The velocity models of both strate-
gies are comparable for the near surface and only differ in
greater depths where some reflections could be better fitted
by the inversion using the time window strategy.

We compare velocity-depth profiles of both applied
inversion strategies with the sediment cores. Unit 3 of core
Ain26 is characterized by low seismic velocities of about 60
m/s, which increase to 80 m/s in unit 2 and the transition zone
to unit 1 (blue lines in Fig. 8a). No clear velocity-lithology
trend can be seen in the lowermost unit 1. The change from
littoral regressive to lagoonal lithology is marked by a change
from grey to light grey sediment and a decrease in velocity
to 60 m/s. From 2.0 m b.s. to the final depth of 5.0 m b.s.,
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the velocity increases again to values larger than 120 m/s.
For core Ain27 (Fig. 8b), the velocity-depth profile shows
a strong increase from 70 to 130 m/s at about 0.3 m b.s.,
accompanied by a change in colour from brown to grey. This
is followed by a decrease in velocity to 70 m/s at circa 1.0
m b.s. and a change from grey to light grey. From roughly
2.5 m b.s. to the final depth, the velocity structure is similar
to that compared with Ain26 showing an increase in velocity
to values of 120 m/s and higher. The velocity profiles of the
sequential frequency-only approach show the same behaviour
to a depth of 1.0-1.5 m b.s., but then differences and no clear
correlation with the cores are apparent.

The direct comparison of the grain-size distribution with
the seismic velocity (time window strategy) shows that the

maximum sand content correlates well with the maximum
in seismic velocity at a depth of 0.8 m. The lower velocities
directly above and below can also be correlated to the low-
ered sand and correspondingly increased silt/clay contents.
This is in general agreement with laboratory findings of the
correlation of shear-wave velocity and grain size (e.g. Schon,
2015).

Looking at the archaeological excavation (Fig. 9), it is
obvious that, compared with the velocity models by FWI, in
both cases the pattern of strata corresponds to the transition
from low to higher velocities, but a better fit is seen for the
time window strategy velocity model. While in this model
the excavated structure matches the velocity structure over
the full range, in the sequential frequency strategy velocity
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model, the pattern of strata does only fit left of the magnetic
anomaly minimum.

Although both strategies yield a comparable result for the
near surface, in comparison with the excavated trench and the
corings, the velocity model of the time window strategy shows
the best resemblance with the subsurface structures. There-
fore, as the time window strategy workflow yields the best
correlation with the true subsurface and the smallest overall
data residuals, it is chosen as the most probable result.

8.2 Performance of full waveform inversion in comparison

with other seismic methods

Evaluating the performance of the FWI with respect to mul-
tichannel analysis of surface waves (MASW), the resulting
velocity model of the time window strategy was compared
with the velocity model obtained by MASW. Several distinct
velocity features visible in the FWI model can be partly found
in the MASW velocity model. The high-velocity zone in 0.5—
1.0 m depth matches the structure seen in the FWI model in its
extent and position. The low-velocity graben found by FWI at
the minimum of the magnetic anomaly displays higher veloc-
ities than the FWI sections and is not shown as clearly. The
velocity model obtained by MASW shows a greater similarity
to the velocity model obtained by the time window approach
than with the sequential frequency approach model. In com-
parison with the excavation, the model obtained by MASW
does not show a correlation with the excavated structure. Re-
garding the model’s depth extent, the FWI shows resolvable
structures to greater depths (approximately 8.0 m), whereas
the MASW only yields a model of the very near surface (up-
per 2.0 m). The general velocity trends are similar in the FWI
and MASW models, but the low velocity zone of the inves-
tigation target is not as prominent in the MASW as in the
FWI model. This is caused by the smoothing and the local 1D
forward modelling applied in the MASW. Especially the local
1D approximation leads obviously to an oversimplification of
real conditions. Using local wavefields and spectra, one can
obtain a pseudo 2D model as the one obtained here, but at
the expense of resolution which is dependent on the length of
the geophone spread (Forbriger, 2003). Although the MASW
is able to reconstruct a velocity model of the upper subsurface
with a nominal resolution below 1.0 m (Socco et al., 2010;
Wunderlich et al., 2018), the deeper part of the model has
to be interpreted with care as the resolution decreases with
depth. The standard deviations for the layer boundaries are
high, varying between 10% and 36% with a mean of 20%.

Figure 12 shows the layer boundaries of the average model

(dashed black lines) together with its standard deviation (grey
shaded area) in metres. The range of variation increases to
greater depth. The standard deviation of the velocity is shown
for top and bottom of each layer, and it varies between 8%
and 42%, with a mean standard deviation of 19%. The ve-
locity deviation also increases to greater depth. The increasing
variation with depth can be seen as evidence that there is a
decrease in resolution.

To quantify the similarity between the results, we use
correlation coefficients and the normalized cross correlation
(Fig. 11). Figure 11a shows the normalized cross correlation
coefficients for all combinations, with the maximum cross
correlation coefficient marked by a black asterisk. The veloc-
ity model of the MASW shows only little correlation (0.21)
with the velocity model from the time window approach (FWI
2). In contrast, little anticorrelation is observed between the
velocity model of the MASW and the velocity model of the
sequential frequency approach (FWI 1). The same applies to
the correlation with both the conductivity models (Fig. 11b).
The value of the maximum normalized cross correlation co-
efficient between the MASW and FWI velocity models is low
(FWI 1: 0.56; FWI 2: 0.47) and accompanied by the highest
shifts in x (up to 4.5 m) and z (up to 1.8 m).

Evaluating the performance of the FWI with respect to
standard reflection seismic imaging, the resulting velocity
model of the time window strategy was compared with the
reflection section (Fig. 7). The low-velocity zone at the centre
of the magnetic anomaly can be recognized very well in the
stacked seismic reflection section. In 0.5 m below the surface,
a strong horizontal reflector is seen, which is disrupted around
the central magnetic anomaly. Furthermore, there are reflec-
tions from the top and bottom of the low-velocity zone. In the
deeper part, strong reflections are found where large changes
in velocity from high to low and vice versa are observed. The
alternating velocity variations in the time window strategy
model fit very well with the reflections of the migrated CMP
section. Furthermore, the reflection section displays internal
layering apparent as several reflections not seen in the velocity
model.

Concerning resolution capability, we clearly see the lim-
its as well as the benefits of each applied seismic method.
Whereas the MASW may show nominally a horizontal res-
olution of 0.5 m, it shows only little evidence of the strong
lateral velocity contrast associated with the target trench. As
typical for surface-wave methods, the vertical resolution de-
creases proportional to penetration depth. The maximum pen-
etration depth of MASW is about 2.0 m in our case, whereas
both the standard reflection seismic imaging and the FWI give

© 2020 The Authors. Near Surface Geophysics published by John Wiley & Sons Ltd on behalf of European Association

of Geoscientists and Engineers., Near Surface Geophysics, 18, 217-248



Characterization of silty to fine-sandy sediments with SH waves

235

0 o0 o0 o S S o —o o —e o 40
i
q ® o, 8 e ! 9. o}
05¢ -8 -8 e T —— --@®_ _---5 -0 ---9_____ S =
$ 883 e -8 S B
! 30
1 o 3
' Q. -~ bl
10 @ T o 0 R T o S o LN -
— E - H==== (e Op====< ©) C e) o ot © ® ey JF
E | : 8
N | e
15 : . s
° o ! Q. 20 S
. (o} Q-9 O gt 0O
\;8””/,8 ,,,,, S %,/> ® 9 o] e g o) @ )
2r - - -layer boundary ! @Y
deviation of boundary !
- - -centre magn. anomaly '
25 1 1 | T ! 1 I 10
-4 -3 -2 0 1 2

x[m]

Figure 12 Variances of the depth of layer boundaries and velocity for all 15 centre points along the profile. The layer boundaries are shown as
a black dashed line; the variance of the layer boundary depths in m is shown as a grey shaded area. The variance of the velocity in percent is
shown as colour-coded circles. The centre of the magnetic anomaly is marked by a dashed black line.

reliable models also of the deeper subsurface. The resolution of
the migrated section is about 0.4 m vertically and horizontally
with a maximal penetration depth of approximately 6.0 m.

The resolution capability of the applied FWI algorithm
regarding Love waves was investigated by previous studies
(Dokter, 2015; Dokter et al., 2017), which used the same
FWI algorithm and workflow along with a comparable study
design as in the present study. They performed checkerboard
and other synthetic tests to estimate resolution as a function
of the depth. For a background velocity of 220 m/s it turned
out Love waves can resolve 1 m scale structures down to
4.0 m depth and 2 m scale structures down to 8.0 m depth.
As the mean velocity in our model is lower, the dominant
wavelength is shorter, resulting in an increased resolution
(mean velocity: 220 m/s compared with 100 m/s). Kshn
et al. (2019) demonstrated that even smaller than 1 m scale
velocity variations could be correlated with structures in
an archaeological excavation sketch/photograph. All studies
confirm that structures smaller than 1.0 m x 1.0 m can
be recognized reliable. The difference between the present
study and the previous ones is that our data set contains
reflections of considerable amplitude beside the Love waves.
Obviously, the reflections are responsible for increasing the
FWI resolution to submetre scales down to 8 m depth.

For this study, the very-near-surface sediments of the up-
permost 1.5 m are of particular interest, especially the graben-
shaped target structure of 0.8 m by 3.0 m. This is in reach of
an excavation, which can be used for ground truthing the
FWI results. The comparison with the archaeological trench
clearly shows that the obtained velocity structure matches the
excavated pattern of strata very well. Although the migrated
seismic reflection image is also able to map the target, the
reflection image is, on the one hand, more difficult to un-

derstand because the velocity information is missing. On the

other hand, the reflection image enhances first-order discon-
tinuities visually, which may appear somewhat smoothed in
the FWI velocity section. Therefore, combined FWI-reflection
sections such as Fig. 7 appear best suited for interpretation.

8.3 Performance of full waveform inversion in comparison
with non-seismic methods

As the comparison with the inverted electrical conductivity
profiles by ERT and EMI showed, there is some visual simi-
larity between the models. The high-velocity structure of the
upper metre maps into a region of low conductivity, whereas
high conductivities coincide with lower velocities. The small-
scale variations seen in the conductivity model directly below
the surface are not seen as clearly in the velocity model. The
conductivity models do not show structure that fits well with
the pattern of strata found in the excavation. Where the top-
soil deepens, the conductivity increases in both models to its
maximum.

To quantify the similarity between the results, we take
a look at the correlation coefficients and the normalized
cross correlation. The correlation coefficients for the trend-
corrected data show a high correlation (0.94) between the
ERT and EMI conductivity models (Fig. 11b). Furthermore,
there is a very good correlation (0.85) between both the con-
ductivity models and the velocity model from the sequential
frequency approach (FWI2). In contrast, weak anticorrelation
(—0.5 to —0.6) is observed between the conductivity models
and the velocity model of the time window approach (FWI 1).

Again, the normalized cross correlation shows a mod-
erate correlation (0.5 to 0.8) between the conductivity mod-
els and the velocity model FWI 2 of the sequential frequency
workflow. The spatial pattern shifts are relatively small, about
0.5 m in the vertical direction. These small vertical shifts arise
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from the different depth sensitivities of the applied methods
and the smoothing included in the inversion. Larger pattern
shifts (>1.5 m) are observed between the velocity model of
the time window approach and all others. Noteworthy again
are the low values of the maximum normalized cross corre-
lation coefficient for the MASW velocity model (0.47-0.56),
accompanied by the highest shifts in x (up to 4.5 m) and z (up
to 1.8 m).

Based on the ground truthing with excavation and cor-
ings, the FWI time window strategy yielded the most detailed
and most reliable model of the subsurface with the highest
structural resolution compared with the non-seismic methods
and the sequential frequency approach. The observed high
shift and anticorrelation can be seen as a result of the im-

proved resolution of FWI 1 compared with all other methods.

8.4 Origin and interpretation of the magnetic anomaly

The resulting velocity model together with the analysis of
all other applied geophysical methods allows to further dis-
cuss the nature of the observed magnetic anomaly. As no
archaeological artefacts were found in the corings (Fig. 8) and
excavation (Fig. 9), the cause of the anomaly must be due
to sedimentological changes. Considering the correlation be-
tween seismic velocity and changing sand content (Fig. 9b),
the magnetic modelling (Fig. 10) using the low-velocity body
from both FW1I strategies clarifies that the facies characterized
by the low-velocity zone can act as source for the magnetic
anomaly. Although the magnetic modelling does not perfectly
match the observed data and small deviations occur, the bod-
ies based on the seismic velocity models and the modelled con-
trasts in susceptibility explain most of the observed anomaly.
Deeper structures not considered in the modelling and not ob-
served in the FWI result as well as other small heterogeneities
may be the cause of the deviations. As no man-made features
like walls were found in the subsurface the difference in sus-
ceptibility is probably only caused by variations in the amount
of sand and the mineral contents.

Based on the age estimations of coring Ain35, the inves-
tigated structure can be transferred to an archaeological con-
text. Coring Ain5 was conducted in the area of the investigated
linear magnetic anomaly and is close to Ain26. By levelling
the ages to sea level, we are convinced that the sedimentary
history of Ain26 is comparable (Briickner et al., 2015). As
coring Ain$ yielded ages of cal AD 1416-1665 in a depth
of 1.15 m b.s.l. and the base of the graben-like structure is
not found deeper than 1.0 m, it is probable that the structure

dates in Ottoman or modern times; therefore, no connection

with Thracian Ainos and its potential harbour structures can
be expected. The purpose of the observed structure in an ar-
chaeological context remains unclear. Literary evidence from
the 15th century conveys salt production in Ainos (Reinsch,
1983). The observed structure might have been a small chan-
nel to supply evaporative ponds with salty water. It can also
not be excluded that the features represent silted up drainage
canals in a futile attempt to turn the area into arable land.

9 CONCLUSION

In methodical perspective, the presented results show that
the full waveform inversion (FWI) of multi-fold covered SH-
wave data is a practicable tool in near-surface archaeologi-
cal prospecting. It enables not only to image the subsurface
with high resolution but also to determine SH-wave veloc-
ity as a sediment parameter, on the basis of which further
target assessment can be performed. The potential of the ap-
plied 2D-SH-FWI algorithm to map and resolve small-scale
variations of near-surface sediment changes could be demon-
strated by this example. Tests involving ground truthing and
comparative geophysical methods showed the important in-
fluence of the applied inversion strategy on resolution, where
the time window strategy turned out to give more realistic
results than the sequential frequency strategy. In resolution,
both FW1 strategies brought visibly more differentiated results
than standard multichannel analysis of surface waves, reflec-
tion seismic and geoelectric methods. The latter suffered from
the low electrical resistivity values of the swampy environment
of the example site.

As to the specific archaeological target, serving as an ex-
ample in the present study, the structure causing a previously
mapped major magnetic anomaly could be identified by FWI.
The causative structure turned out to be too shallow for being
of Ancient or Early Byzantine age, whereas its urbanistic pur-
pose remains still unclear. It is well possible that these features
are remains of medieval or later saltworks, or that they are
remains of a futile attempt to drain the area.
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APPENDIX A: PARAMETERS AND SPECIFICATIONS OF THE APPLIED METHODS

Table A.1 Parameters, specifications and details of applied geophysical methods

Sampling
rate/sampling
Profile length  Equipment Spacing interval Positioning Other
Magnetics - 6 Foerster fluxgate Internal: 0.65 m 20 Hz RTK-DGPS (Leica -
differential Horizontal: 0.5 m 530)
vertical
component
magnetometers
GPR - 1 channel SIR 3000 - - RTK-DGPS (Leica -
(GSSI); 530)
200 MHz and 400
MHz antennas
(GSSI)
ERT 15.75 m 64 electrodes; Electrode spacing: RTK-DGPS (Leica Electrode
RESECS II 0.25 m 530; first and last configuration:
(Geoserve) electrode) Wenner-alpha and
dipole-dipole
EMI 1 profile, CMD MiniExplorer 1.0 m point spacing ~ 0.1s RTK-DGPS (Leica Internal coil spacing:
20 m (GF Instruments) 530; first and last 0.32 m, 0.71 m,
point) 1.18 m
Seismics 11.75 m 48 10-Hz horizontal ~ Geophones: 0.25m  0.125 ms RTK-DGPS (Leica Recording time:

geophones; Shotpoints: 0.25 m
Geometrix Geode (located midway
seismograph between 2
receivers)

530; first and last
point)

0.5s
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Table A.2 Information on physical parameters, petrophysical links, resolution and depth of penetration as well as respective noise levels and
errors in each applied method

Seismic
Magnetics ERT EMI Conventional MASW FwWI
Physical parameter Magnetic Electrical Electrical Propagation velocity, elastic properties
(geophysical susceptibility conductivity conductivity
observable)
Advantages Fast, large areas ~ Depth resolution  Fast Greater depth of ~ Velocity models
investigation,
not relying on
contrast in
electrical
parameters
Disadvantages No depth Slow, single No real depth Slow, single profiles, longer processing/computation times
resolution profiles resolution
Petrophysical links Content of Porosity, pore Porosity, pore Porosity, grain size, mineral content, compaction, density
magnetic fluids, water fluids, water
minerals, saturation, saturation,
chemical clay content clay content,
composition, magnetic
sedimentation properties
conditions,
grain size
Resolution In-line: Horizontal: Horizontal: 0.4 m 0.5 m <1.0m
0.05 m 0.25 m 1.0 m
crossline:
0.5 m
Penetration depth - 0.8 m (dipole— ~24m > 6.0 m ~1.0m > 6.0 m
dipole)
2.6 m
(Wenner)
Noise level/errors - <5% <1% offset < 3.25 m: S/N>30
3.25 m < offset > 9.0 m: S/N~12
offset>11.0 m: S/N<5
Model RMS Modelling: 54 % 3.8 % - - -
2.3/2.4nT
Table A.3 Parameters for magnetic modelling
Direction of magnetization Inclination Earth magnetic field (°) 59.01
Declination Earth magnetic field (°) 4.75
Azimuth (°) 51.54
Magnetic Induction (nT) 47387.2
Magnetometer Inclination (°) 90
Declination (°) 0
Azimuth (°) 0
Height above ground (m) 0.2
Internal sensor spacing (m) 0.6
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Table A.4 Parameters, specifications and details of applied geological, archaeological and geoarchaeological methods

Method Equipment Software Other
Coring Atlas Copco Cobra - Maximal depth
TT vibracorer 5.0 m b.s. (below
surface)
Grain-size analysis Beckman Coulter GRADISTAT (Blott -
LS13320 and Pye, 2001)
XRF spectrometry Niton XI3t 900 - Ball triturator
GOLDD (Vott (Retsch PM 4001)
etal., 2011)
XRD Siemens D5000 DiffracPlus Eva -
software package
(Bruker AXS,

Berlin, Germany).
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APPENDIX B: MULTICHANNEL ANALYSIS
OF SURFACE WAVES

Table B.1 Parameters used for particle swarm optimization

bmin (m) bmax (m) Ve (m/s) Dugyy (m/s)
0.2 0.8 60 40
0.3 0.8 100 60
0.5 1.0 80 40
1.5 1.5 120 80

Local wavefields A, (x,?) are extracted from the trace-
normalized and spreading corrected data A(x,f) of the first
shot (x, = 0 m) at moving centre points x, with evenly spaced
offsets (0.5 m distance, starting at 2.5 m and ending at 9.5
m) and multiplied by a Gaussian amplitude window with a
half-width H of 3.0 m (eq. (B.1)),

()

Apocal (%, 1) = A(x, t) e H2 (B.1)

The multiplication with a Gaussian amplitude window
helps to avoid model side-lobes (Forbriger, 2003). Using
the slant-stack procedure by McMechan and Yedlin (1981),
the obtained local wavefields are then transformed from the
offset-time domain to the frequency-slowness domain to re-
trieve phase-slowness frequency (p—f) spectra (Fig. B.1):

N
Ajeal (D2 ) =Y Alx,, fe /s, (B.2)
n=1
where A denotes the Fourier transform of the local wavefield,
N denotes the number of geophones, and x,, denote the dis-
crete offset positions. The spectra show dispersion curves of
four excited Love-wave modes, which are identified for each
position x, and fitted with modelled dispersion curves. We
use the adapted Particle Swarm Optimization of Wilken and
Rabbel (2012) to minimize the misfit between observed and

modelled dispersion curves, resulting in 1D shear-wave veloc-
ity models for each offset position x,.

The particle swarm optimization (PSO) approach is a
global stochastic search algorithm and was introduced by
Eberhart and Kennedy (1995). A randomly created swarm
of particles, which represents vectors in the parameter space
is the basis of this approach. The misfit of the swarm is evalu-
ated, the best positions of each particle as well as the globally
best position are determined. Then, a displacement vector is
assigned to each particle, realizing the movement of a particle
and being the update for the next iteration step. The algorithm
uses a weighted sum of the slowness-residuals (L1-norm)
as misfit function, which will be minimized by the swarm
optimization.

We choose to optimize for a model consisting of three
layers over a half-space using a swarm size of 300 with 1000
iterations. After 25 unsuccessful iterations, the swarm is reset.
Variables to be considered during inversion are shear-wave
velocity and layer thickness, whereas density and the quality
factor Qg are kept constant during the inversion. Qg and
the density are set to the same values as during the FWI (Qgy
= 10, p = 1800 kg/m?). The initial model and search area,
that is the allowed layer depths (hmin, hmax) and thicknesses
along with their velocities variations (vgy, dvgy), were chosen
based on the FWI model and the results of the archaeological
excavation; the values are stated in Table B.1.

Apart from the search area, the swarm size and the max-
imum number of iterations, three weighting constants need to
be defined to optimize the exploration and convergence in the
optimization scheme, namely the weights of initial momen-
tum (0.5), the weight of individual best (0.9) and the weight
of global best (0.5).

A statistical analysis was used to find an expected model
as well as calculate the model’s parameter variances at each
offset position x..

© 2020 The Authors. Near Surface Geophysics published by John Wiley & Sons Ltd on behalf of European Association

of Geoscientists and Engineers., Near Surface Geophysics, 18, 217-248



244 M. Schwardt et al.

Offset -4.7 m Offset -2.7 m

frequency [Hz]

100

frequency [Hz]

slowness p [s/m]

TR

0 0.2 0.4 0.6 0.8 1

Figure B.1 Local frequency-slowness spectra for four exemplary offsets (—4.7, —2.7, —0.2 and 2.3 m). The spectrum seen in the bottom left is
closest to the observed magnetic anomaly minimum. Blue colours denote low and orange colours denote high amplitudes
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EXAMPLES OF RAW DATA
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Figure C.1 Raw data for ERT (a) and EMI (b). (a) Acquired pseudosections of the ERT profile for both dipole-dipole and Wenner-alpha
configurations. Colours show the measured conductivity values; the standard deviation of each data point is given by the point size. (b)
Measured conductivities of the EMI profiles for both the HCP (dotted lines) and VCP (solid lines) modes for all three applied coil distances
(black: 0.32 m; dark grey: 0.71 m; light grey: 1.18 m). The standard deviation of each measured point is shown by the point size.
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APPENDIX D: DESCRIPTIONS OF
INVERSION WORKFLOWS AND MODEL
PARAMETRIZATIONS

D.1 Electromagnetic induction

We performed a conductivity inversion using the IX1Dv3 soft-
ware by Interpex. The profile was inverted using a homoge-
neous initial model [2040 mS/m, based on the initial model
for electric resistivity tomography (ERT)] using the smooth
model estimation option with Occam’s inversion (Constable
etal., 1987).

Along the profile, the software inverts each sounding sep-
arately. IX1D uses the full Fourier—Hankel transform (Ander-
son, 1989) in forward modelling to calculate the quadrature
component from the field of the specified model, which is
then converted to apparent conductivities. Using Occam’s in-
version, the data are fitted minimizing the least-square error
while also minimizing the model’s roughness, therefore pro-
ducing a smooth result. The nonlinear forward problem is
linearized about an initial model and then solved for a de-
sired model rather than for a model correction (Constable
et al., 1987). The model is parameterized in terms of its first-
or second-order derivative with depth. The inversion algo-
rithm searches for the smoothest model possible fitting the
data within a tolerance instead of only minimizing the data
fit, which would result in a rough model (Constable ez al.,
1987). For the smooth model estimation, all layer thicknesses
are kept fixed and only the conductivities are adjusted to fit
the data. We choose to invert for ten logarithmically equidis-
tant spaced depth layers with a minimum and maximum layer
depth of 0.1 and 3.0 m, respectively, according to the esti-
mated skin depth.

D.2 Electric resistivity tomography

The inversion of the data was carried out using the software
package BERT (boundless electrical resistivity tomography;
Giinther et al., 2006). A homogeneous model of 0.5 Qm,
which corresponds to a mean value of all measured points in
the pseudosection, was used as initial model for the inversion
of ERT data. As no previous information about the subsur-
face was known, we used a triangular mesh, with smaller
triangles at the top and larger ones at the bottom to repre-
sent the decreasing sensitivity with depth. The software uses a
Gauss—-Newton method with inexact line search to fit the data
and applies a global regularization scheme with smoothness
constraints to stabilize the solution. A regularization parame-
ter of A = 54 was applied in the inversion, which was selected

based on the L-curve method (Hansen and O’Leary, 1993),
compromising model roughness and data misfit. The inverse
problem is solved using a least-squares solver.

D.3 Magnetic modelling

For two alternative subsurface structures with polygonal cross
sections derived from the seismic models, we determined the
susceptibility contrasts by modelling according to the method
of Talwani and Heirtzler (1964).

The direction of magnetization J is calculated with the
inclination I, declination D and azimuth C of the Earth mag-
netic field at the location along with the magnetic induction
B (eq. (D.1)).

J =x-B,
J.=1J|-cos(I)-cos(C— D), (D.1)
J.=1J|-sin(I),

with J, and J, being the components of J and « being the sus-
ceptibility. From that, we can calculate the horizontal, vertical
and total components (H, V, T) measured by the magnetome-
ter:

V=2(].0-].P).
H=2(J.P+].0).
T = Vsin(I)+ Hcos (I)cos(C — D),

(D.2)

where Q and P are calculated for each point along the profile
as sum over all corner points of the polygonal body.

For gradiometric measurements, the vertical components
of the total fields of both upper and lower sensors are calcu-
lated and then subtracted from each other to obtain the mod-
elled anomaly. The only unknown in this calculation is the
susceptibility contrast between the subsurface and the struc-
ture, which has to be estimated by optimization. As an opti-
mization tool the particle swarm method (PSO) was used. The
PSO is a global searching optimization for multimodal prob-
lems and uses a randomly created swarm of individuals or
parameter vectors, the so-called particles. The particles move
and alter their movement for each iteration step to find a de-
sirable position in the parameter space. The parameter space is
susceptibility and the background is set to 10~° SI. A swarm
of 30 random susceptibility values is generated from which
the anomaly is obtained. The misfit between the observed and
modelled gradiometric profiles is computed, and the global
minimum is searched for 500 iterations, with the swarm be-
ing reset after 25 unsuccessful iterations. Furthermore, three
weighting constants need to be defined to optimize the explo-
ration and convergence in the optimization scheme, namely
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the weights of initial momentum (0.5), the weight of individ-
ual best (0.9) and the weight of global best (0.2).

APPENDIX E: BASIC CONCEPT OF FULL
WAVEFORM INVERSION

The propagation of elastic waves in a general elastic medium
can be described by a system of coupled linear partial differ-

ential equations, which consist of the equations of motion:

dv, doj;
i f, (E.1)

Pt = ox,

where v; denotes the particle velocity vector, ¢ denotes the
time, o;; denote the stress tensor components, x; denote the
components of the distance vector, and f; the body force vec-
tor. For clarity, the Einstein notation is used, where repeated
indices are assumed as summation. Additional equations are
introduced to describe how the medium reacts when a force is
applied. In the isotropic case, the relation between stress and

strain is linear:

0 = )\06,»/ + Z[I.Eif,

1 ((ou, |, ou, (E.2)
€. = — — ),
T2 \ox;  ax

with A, i being the Lamé parameters, ¢, the strain tensor, and

u; the displacement. §;; is the Kronecker s delta and 6 describes
the cubic dilatation (Ak1 and Richards, 1980).

The propagation of SH and Love waves assumes only
non-zero particle displacements in the y-direction perpendic-
ular to the x—z plane. The underlying forward problem (eq.
(E.1)) simplifies to

8vy _ 8(7,0, . 80),Z

Pt dx 0z »

do,, dv, (E.3)
o~ "\ox '
do,, - dv,
ot Bz

Here, v, denotes the particle velocity component in the

y-direction, o, o, are shear stresses, and f, is the body force

in the y—directi)(l)n The boundary condition at the free surface
is given as 0, = 0, as required by Love-wave modelling (Kohn
et al., 2014, Dokter etal., 2017).

The numerical solution of equation (E.3) is the core of
the applied FWI code. To obtain the numerical solution, these
equations have to be discretized in time and space on a 2D
Cartesian grid. We use a time-domain finite difference (FD)
scheme with second-order operators in time and space on a

staggered grid (Virieux, 1984; Levander, 1988; Dokter et al.,

2017). Numerical instabilities are avoided by satisfying tem-
poral and spatial conditions for the wavefield. The spatial
discretization should suffice the grid dispersion criterion to
correctly sample the wavefield:

- .
dh < Zmin — Umin_ (E4)

n n max

with db being the grid point spacing, A, and v, being the

minimum wavelength and velocity in the model, respectively,
and f,,., the maximum frequency of the source signal. Param-
eter 7 is dependent on the accuracy of the FD operator, for a
second-order operator, it is 7 = 12 (Kéhn et al., 2014).

To ensure temporal stability, the Courant criterion has to
be satisfied (Courant et al., 1928; Courant et al., 1967). The
timestep d¢ has to be less than the time for the wave to travel

between two adjacent grid points with spacing db:

dr < %, (E.5)

where v, is the maximum velocity in the model. The param-

eter b is again dependent on the FD operator, in the case of a
second-order operator, it is h = 1 (K6hn et al. 2014).

Initial and boundary conditions have to be satisfied in
order to find a unique solution. At the top boundary, the
free-surface boundary condition required for accurate Love-
wave modelling is realized by the image technique (Levander,
1988; Robertsson, 1996; Groos, 2013). The other boundary
conditions are realized using convolutional perfectly matched
layers (C-PML) absorbing boundary conditions (Komatitsch
and Martin, 2007), which damp the waves in an effective way
near the boundaries and thus decreasing the FD grid size and
saving computational resources compared with an absorbing
boundary frame (Kéhn et al., 2014; Dokter et al., 2017).

The FWI tries to find an optimum model that explains
the measured wavefield best by minimizing the misfit between
measured and modelled data. This process is formulated as an
iterative optimization problem. This optimization problem is
highly nonlinear; therefore, the optimum objective function E
needs to be chosen. A trace-normalized objective function, the
global correlation norm (GCN; Choi and Alkhalifah, 2012;
eq. (E.6)) has been proven to be successful as the seismic phase
information is higher weighted than the amplitude informa-
tion; therefore, it is more robust against variations of ampli-
tudes induced by insufficient source/receiver coupling (Dokter
etal.,2017):

mod (t) M(_)_bs (t)
dr ! , E.6
Zf Z [ ||u‘"°d ) ol (2) d (6
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where #ns and nr are the number of sources and receivers and
mod obs
ij ij

measured data, respectively. In addition, all traces are shifted

T is the recording time. #[2°“ and #{?* are the modelled and
to a similar energy level as each trace of both the modelled
and field data is normalized to its maximum absolute ampli-
tude (Dokter et al., 2017), which attenuates the effect of a
non-ideal source/receiver coupling in the acquisition geome-
try. Furthermore, the use of the global correlation norm as an
objective function compensates the difference between the ge-
ometric spreading of the surface waves in the 3D real medium
as opposed to the 2D model (Dokter et al., 2017). The GCN
reduces the sensitivity of the misfit to amplitude errors, allow-
ing for an enhanced performance of the inversion (Choi and
Alkhalifah, 2012). The value of the objective function is min-
imized by updating the model parameters m, (e.g. SH-wave
velocity) iteratively beginning with a starting point in the pa-
rameter space, the initial model m2,. The model parameters are
updated along a search direction 8, with a step length pu,,
using a preconditioned conjugate gradient method (Nocedal
and Wright, 2006):

m, | =m,+pn,dm,,
, (E.7)
8m’1 = _H;](ﬂ)n’

am

where H,,' denotes the inverse Hessian matrix and 0E/0m
denotes the gradient.

The step length 1, is estimated using an inexact parabolic
line search (Nocedal and Wright, 2006). The time-domain
gradients of the objective function E with respect to the model
parameter m are calculated using the adjoint-state method
(e.g. Tarantola, 2005; Kohn et al., 2012). The gradient for v,
is given by

ns

2 T R R
o Z/(; dt (Oxyaxy + a),zayz) , (E.8)
ST =1

oE
v,
o; and v, are the shear stresses and particle velocity of the
forward wavefield, whereas §;; are the shear stresses of the
adjoint wavefield (Choi and Alkhalifah, 2012).

As the explicit calculation of the Hessian in the time
domain requires high computational costs, the diagonal el-
ements of the Hessian are approximated similar to Zhang
et al. (2012):

-1

H,' = (o () + VW () W, ()
}"P (xs) = €pmax, {\/VVS (X, xs) ‘X/r (x’ xs)} 5

(E.9)

where W (x,x;) and W,(x,x,) define the seismic energies of
the forward and adjoint wavefields, excited at source and
receiver points x, and x,, respectively. To avoid the occur-
rence of small-scale artefacts below the FWI resolution limit,
a smoothing of the gradients is advisable. Similar to Ravaut
et al. (2004), we apply a Gaussian filter with a correlation
length adapted to a fraction of the minimum SH wavelength
to the gradient. In this study, all features below approximately
a quarter of the dominant SH wavelength are smoothed.

At each iteration step n, synthetic data u,, 4 are generated

for the current model m,, through forward modelling. During
the forward modelling, the unknown source wavelet is esti-
mated for each shot using only near-offset traces with source—
receiver distances less than 2.2 m according to the approach
of Groos (2013) and Groos et al. (2014), where the source
wavelet estimation can be described as a linearly damped,
least-squares optimization problem. This is done by a stabi-
lized Wiener deconvolution of the recorded seismograms with
the simulated seismogram in the frequency domain (Kéhn
et al., 2014). Moreover, the residuals, gradients and value
of the objective function are calculated during each iteration.
The iterative process is stopped if the value of the objective
function E is smaller than a given threshold, or the line search
algorithm is not able to find a reasonable large step length.

To account for viscoelastic effects on the amplitude and
dispersion of the SH and Love wavefields, a passive homoge-
neous half-space model for the quality factor Q, is introduced
during forward/adjoint modelling according to Dokter et al.
(2017). This is done by implementing a generalized standard
linear solid composed of four relaxation mechanisms (Bohlen,
2002; Yang et al., 2016).
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